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Abstract: 4D-microscope-integrated optical coherence tomography (4D-MIOCT) is an emer-
gent multimodal imaging technology in which live volumetric OCT (4D-OCT) is implemented
in tandem with standard stereo color microscopy. 4D-OCT provides ophthalmic surgeons with
many useful visual cues not available in standard microscopy; however it is challenging for the
surgeon to effectively integrate cues from simultaneous-but-separate imaging in real-time. In this
work, we demonstrate progress towards solving this challenge via the fusion of data from each
modality guided by segmented 3D features. In this way, a more readily interpretable visualization
that combines and registers important cues from both modalities is presented to the surgeon.

© 2023 Optica Publishing Group under the terms of the Optica Open Access Publishing Agreement

1. Introduction

Optical coherence tomography (OCT) is a depth-resolved imaging technique capable of acquiring
high-resolution, 3-dimensional (3D) reflectance profiles of target objects [1]. Since its inception,
it was recognized that these characteristics make it particularly potent as an ophthalmic imaging
modality with its unprecedented ability to provide sub-surface visualization of ocular anatomy
[2–4]. This has also led to investigation of OCT imaging as a tool in surgery, where it was
displayed side-by-side with [5–14]. As imaging speeds continued to increase, acquisition of live
intraoperative cross-sections (OCT B-scans) and live intraoperative volumetric images (4D-OCT)
became possible. This advanced volumetric visualization modality could potentially further
augment intrasurgical OCT, providing greater transverse context to the depth information in
single cross-sectional B-scans [15,16]. However, despite the increased functionality of 4D-OCT,
it still has yet to serve as a wholesale replacement for surgical microscopy due to its lower frame
rate, higher latency, reduced field of view, and lack of traditional color imaging cues compared
to surgical microscopy. Consequently, in current implementations 4D-OCT is displayed with
traditional color surgical microscopy like its 2D MIOCT predecessors, composing a multimodal
imaging technique termed 4D microscope-integrated optical coherence tomography (4D-MIOCT)
which has demonstrated potential for clinical utility in a variety of applications in ophthalmic
surgery [16–40].

While 4D-MIOCT appears to have clinical promise, there still remains potential for improvement
in the processing and presentation of the data to the clinical user. Several efforts have been
made to address this, targeting different areas of visualization improvement. These include
more effective methods of communicating important 3D information encoded in the volumetric
OCT data, such as depth-based shading for improved depth perception, boundary-based shading
for enhanced 3D structural visualization, and virtual reality interfaces for more flexible and
contextualized viewing experience [41–47].
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In this work, we focus on the challenges posed by the need for the surgeon to integrate multiple
visual channels when utilizing 4D-MIOCT for surgical guidance. As mentioned, visualizations
from each mode are displayed separately side-by-side, requiring the surgeon to pay a significant
cognitive overhead in identifying features of interest, mentally registering them across separate
images, and integrating the information presented to make clinical decisions [48,49]. Due
to this effect, surgeons tend to focus on the microscopy channel the majority of the time, as
this is the visualization they are most accustomed to, only utilizing the OCT channel for a
narrow set of specific maneuvers. Lowering the mental overhead necessary to integrate OCT
visual information and standard microscopy could allow the surgeon to use OCT guidance more
effectively throughout surgery. A potential solution to this problem is the removal of the spatial
separation between the channels when displaying them, removing the need to mentally register
them. However, the optimal implementation of this proposal requires careful consideration to
detail concerning which visual cues from each modality are of importance, and how they might
be combined within the reduced bandwidth of a single image while remaining appropriately
represented.

To approach this problem, we first consider several key requirements that must be fulfilled
by an imaging modality applied to real-time guidance. First, the surgical target needs to be
properly localized within the greater context of its environment, such that the surgeon is able to
effectively acquire and navigate to it. This demands a sufficiently large field of view (FOV) and/or
visualization of anatomical landmarks such that the broader positional relationship between the
tool and target is clear. Second, it should possess fine resolution beyond that required to localize
the target as described previously, to the degree that the necessary manipulation of the target can
be performed precisely and accurately. Finally, this display must update with sufficiently high
frame rate and low latency that the dynamics of both navigation and target interaction are clearly
reproduced.

Projecting these requirements into the context of retinal 4D-MIOCT surgery, cues of importance
from OCT were identified as 3D tissue features (curves, indentations, bumps, thicknesses, etc.),
subsurface features (choroidal vessels) and interactions between surgical tools and tissues. In
color microscopy imaging, such useful cues consist of color feature contrast inherent in retinal
vessels and colored tools, fundus tissue hue, and contextualization provided by visualization
across larger axial and transverse ranges. In order to capture these cues and effectively preserve
them within a single visual, we have developed a pipeline for the feature-informed fusion of
volumetric OCT and color digital microscopy of 4D-MIOCT, utilizing shaders which effectively
communicate these cues without occluding one another. In doing so, we present a single image
channel possessing a composition of the important visual cues associated with separate modalities
of 4D-MIOCT for a more interpretable and informative means of surgical guidance.

2. Methods

2.1. Intrasurgical ophthalmic imaging system

For 4D-MIOCT image data acquisition, we used a previously developed custom, high speed
swept-source OCT [39,40].

Per Fig. 1(a), our custom-built OCT engine in this setup uses a standard transmissive Mach-
Zehnder interferometer configuration with a 400 kHz “ping-pong” laser centered at 1050 nm
(Axsun Technologies Inc.). The OCT scanner consists of a Leica Microsystems Enfocus OCT
scanner modified for high-speed imaging. For patient safety, an electromechanical shutter is
installed at the interferometer input to block the laser output while the system is not scanning.
Standard OCT scan configurations consist of ‘fast’ and ‘dense’ volumes. The associated scan
parameters for each of these configurations were 200 A-scans imaged per B-scan x 80 B-scans
per volume for ‘fast’ and 700 A-scans imaged per B-scan x 256 B-scans per volume. The scan
field of view at the retina for ‘fast’ scans was 3× 3 mm or 5× 5 mm depending on the surgeon’s
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need for denser detail or increased field of view respectively. ‘Dense’ scans had a field of view of
7× 7 mm. Clinical operation rates for each configuration were measured at 7.0 and 1.5 volumes
per second as measured from the start time of each galvanometer scan waveform observed on
an oscilloscope; these rates are lower than those expected from a 400kHz sweep rate due to
sweeps ignored during B-scan flyback and software delay between volume acquisitions. Color
microscopy video was recorded by a Ngenuity visualization system camera (Alcon AG) alongside
corresponding volumetric OCT data for a selection of posterior segment surgical cases.

Fig. 1. 4D-MIOCT system used for collecting intraoperative volumetric OCT and color mi-
croscopy video. (a) Block diagram for the imaging system; PD= photodetector, FBG= fiber
Bragg grating, PC= polarization controller, 3D TV= 3-dimensional television. (b) Head
of the imaging system containing the microscope head (blue) and OCT scanner (red). (c)
Operating room photo of the deployed system during a retinal surgery case, including the
microscope head (blue), OCT scanner (red), and Ngenuity 3D TV (green). Note that in
current practice, all the visual data on the screen (3D OCT render, en face OCT, OCT B-scan,
and color microscopy) all exist in separate spatial locations on the screen requiring the
surgeon to mentally integrate these disparate representations of the surgical field.

2.2. Image fusion pipeline

Fused rendering of acquired image data was conducted post-acquisition on a custom-built software
module based on the Vortex library [50] running on an Intel Core i9-9900 K CPU @ 3.60 GHz and
a NVIDIA GeForce RTX 2060 GPU. Registration of the image channels was conducted manually
by optimizing an affine registration transform to minimize the distance between shared features
of image modalities, specifically retinal blood vessel branches and the surgical instrument. The
fusion pipeline then began with Gaussian filtering of the structural volumetric OCT data to reduce
noise and improve feature contrast (Fig. 2(a, b)). Next, 3D features of interest were segmented
from the filtered OCT volume for rendering. These features consisted of three surfaces: the tool,
the retinal surface (specifically the internal limiting membrane (ILM)), and the subretinal retinal
pigmented epithelium (RPE) surface. To start, the ‘first surface’ consisting of the combined
tool and retinal surfaces was detected (Fig. 2(c-f)). First the filtered volume data (Fig. 2(a, b))
was thresholded to avoid segmentation artifacts in the vignetted, lower-intensity periphery of
the OCT field of view (Fig. 2(c)) and the axial gradient magnitude for the result was computed
(Fig. 2(d)). The first surface was then detected per A-scan as the shallowest depth where the
gradient was greater than a preset threshold (Fig. 2(e)). This threshold value was fixed for all
fused imaging. The result was then used for detection of the ‘second surface’ containing the RPE
(Fig. 2(g-j)). After computing the axial gradient from the unthresholded volume data to avoid
artifacts from lateral nonuniformity in intensity within the retina, the rear of the first surface
was identified as the shallowest depth beneath the first surface where the gradient value was less
than a gradient threshold (Fig. 2(g, h)). The second surface was then detected as the shallowest
depth beneath the rear of the first surface where the gradient value was greater than a gradient
threshold (Fig. 2(i)). All aforementioned threshold values were initially optimized for surface
fidelity and then remained fixed for all data fusion. Finally, the resultant first and second surface
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segmentations were median-filtered and masked for vignetted portions in the periphery of the
field of view, yielding the final surfaces to be used in rendering (Fig. 2(f, j)).

Fig. 2. Feature segmentation pipeline illustrated using recorded data from a soft-tip surgical
tool in proximity to the retina. 3D OCT data (a) with a selected cross-sectional region
indicated by the dashed blue frame. This region was then filtered (b). The first surface in
depth consisting of the retinal surface was segmented from the thresholded result (c-f), using
the axial gradient (d) to detect the surface boundary (e, dotted green line). This boundary
was then used in the detection of the second surface from the axial gradient of the data
(g). After detecting the rear of the first surface (h, dotted yellow line), the second surface
was detected from the axial gradient below the rear of the first surface (i, dotted red line).
Both detected surfaces were then median filtered and masked for the vignetted peripheral
portions to yield the final depth map surfaces for use in rendering with the dashed blue lines
representing the location of the cross-section (f, j).

Following the segmentation of these surfaces, rendering of the fused visualization was achieved
via image-order ray casting into the surfaces [51], which were then shaded based on the identity
and orientation of the surface, the coincident volume data, and the coincident color image data.
A summary of the logic governing this shading is detailed in the process flow diagram of Fig. 3.

Fig. 3. Process flow diagram detailing the logic used in determining what shading was
applied for a ray cast during fused image rendering from 4D-MIOCT data.

In detail, using the previously segmented surfaces (Fig. 4(a, f)), for each pixel in the rendered
image, a ray was cast into the data. If the ray intercepts the first surface (Fig. 4(b)), a shader with
a translucent appearance was applied to optimally communicate the 3D features of the surface
while still maintaining an amount of transparency, permitting visualization of subsurface shading
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of color and structural features of the second surface at the RPE. This shader was computed as
the combination of a Fresnel and a specular Phong shader (Fig. 4(b-e)) [52,53].

Fig. 4. Surface shading pipeline, sample was a soft-tip tool contacting the retina. The
first surface (a) was intercepted by the raycaster (b) and the Fresnel (c) and specular Phong
(d) shaders are computed and summed for each ray intercept (e). The second surface and
the portion of the first belonging to the tool (f) were likewise intercepted by the raycaster
(g), shaded by the average subsurface OCT intensity (h) and color microscopy image (i)
to produce the subsurface shader (j). The combination of (e) and (j) then yields the fused
render (k). In the fused OCT and color microscopy render (k), the light blue is the soft-tip
tool, the nearly transparent surface is the ILM, and the layer below that is the RPE and
deeper structures (choroid); the dark linear area under the tool is due to tool shadowing from
the OCT channel. This visual can be further augmented with the rendering of the remaining
periphery of the microscopy image (l) or the upper retinal surface color shaded based on the
retinal thickness (m) as computed from the axial difference of the segmented surfaces (a, f).

The value of a Fresnel shader depends on the orientation of the surface relative to the viewing
direction, yielding higher intensities the more parallel the viewing direction is to the surface.
In our application, this shader enhanced object silhouettes and surface visibility at low viewing
angles. The Fresnel shader here was computed as

IF = AF

|︁|︁|︁⇀N ⊗
⇀

V
|︁|︁|︁n (1)

where AF is the relative weighting of the shader,
⇀

V is the unit vector defined by direction of
viewing,

⇀

N is the surface normal, n is the power, or ‘sharpness’ of the shader response to the
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angle made by the viewing direction and surface normal. Visually optimal values for kF and n
for this case were found to be 0.4 and 10 respectively (Fig. 4(c)).

The contribution of the specular Phong shader at each surface intercept was computed as the
summation over the contributions of N specular illumination sources:

IP =
∑︂N

i=1
Api

(︂
⇀

Ri ·
⇀

V
)︂ni

(2)

where i specifies the illumination source, Api is the relative weighting of the source, ni is the
power, or ‘sharpness’ of the source, and

⇀

Ri is the unit vector defined by the specular angle of the
source. For each source, the specular vector

⇀

R was computed as
⇀

R = 2
(︂
⇀

N ·
⇀

L
)︂

⇀

N −
⇀

L (3)

where and
⇀

L is the unit vector defined by the lighting direction of the source. In our case, two
different specular illumination sources were modeled and summed for optimal visualization.
Both share Ap and n of 0.4 and 40 respectively, varying only in their lighting directions

⇀

L. The
lighting direction of one source was tracked to be coaxial with the viewing direction, while
the second was tracked to the specular angle of incidence with the viewing direction and the
horizontal plane Fig. 4(d).

After the translucent surface shader was computed from the sum of the Fresnel shader IF
and Phong shader IP (Fig. 4(e)), subsurface rendering began with a check to see if the second
surface was present directly below the current position of the ray. If no surface was detected, it
was assumed that this first surface point belonged to a surgical tool on the basis that tools cast
shadows below themselves, obscuring the second surface. In this case, subsurface shading takes
place, adding color from the microscopy image to the shading accumulated by the ray for the
tool. The ray was then terminated and the shading it acquired was returned to its corresponding
pixel in the output image.

In the alternative case where the second surface was detected below the first surface intersection,
it was assumed that the RPE was present below, and the identity of the intercepted surface point
was the retinal surface rather than the surgical tool. In this case, the ray continues propagating,
and if it intercepted the second surface (Fig. 4(g)), the average OCT signal intensity over an
axial range approximately 200 microns beneath the intersection point was sampled (Fig. 4(h))
along with the color at the corresponding position in the microscopy image (Fig. 4(i)). The
average OCT intensity was then used to modulate the intensity of the sampled color, resulting in a
shader containing both color and structural OCT information, namely shadowing from choroidal
vasculature imaged in OCT (Fig. 4(j)).

Finally, this shader was summed with the translucent first-surface shader computed previously,
the ray was terminated and returned its shade to the corresponding pixel of the output image.
Once all of the rays have terminated, the resulting fused image render was displayed (Fig. 4(k)).
Here the logic driving the selection of features and their shaders is illustrated: the transparent ILM
surface is visualized by a translucent shader, communicating surface topology while maintaining
visibility of the subsurface RPE. In this way, the features present in the color- and OCT-based
shaders of the RPE can be visualized coincident with the ILM topology, all within a familiar
context, as in a photoreal scenario the ILM is indeed transparent, while the RPE is responsible
for the majority of color contrast. The context provided by this result can be further augmented
with the simple addition of the remaining peripheral data in the microscopy image (Fig. 4(l)).
This is achieved by applying microscopy color shading to rays which do not intercept volume
data (to avoid occluding volume visualization) but do intercept the 2D microscopy image plane.
This plane is positioned at a depth shared by the RPE as a constant approximation to the true
depth position of the color source. The axial location of the 2D plane was selected as preferred
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by the surgeons, compared to mid- or superficial retinal location. Working at the retinal surface
across the 3D-to-2D junction would be challenging for a surgeon; however, the OCT field of view
would be shifted to the site of work, typical of how the surgeon re-centers the microscope field of
view, via foot pedals, while working throughout surgery. An improvement to feature detail can
also be realized through the use of a retinal thickness channel (Fig. 4(m)), computed simply as
the difference between the segmented surfaces (Fig. 4(a, f)). In this case, the difference values
are linearly mapped to values of the standard ‘jet’ colormap.

3. Results

3.1. Fused visualization

Recorded surgical 4D-MIOCT imaging were selected post-op to examine the visual impact of
image fusion and measure its performance. Three representative time series of data collected in
the ‘fast’ scan configuration (340 A-scans per B-scan x 80 B-scans per volume) were selected for
a time-resolved demonstration of a variety of potentially useful characteristics of fused imaging.
These include suction by a soft-tip tool of a retinal edema near the fovea, a membrane scrape
using a finesse loop tool, and a forceps grasp of the retinal surface.

3.1.1. Soft-tip tool suction

Figure 5(a) presents four frames of interest in an instance of image fusion applied over the course
of a soft tip suction maneuver at the retina, including the microscopy image (row 1), 4D-OCT
(row 2, rendering methodology from Viehland et al. [42]), fusion without (row 3) and with
(row 4) peripheral microscopy rendering. Over the course of the 2.4 second maneuver, the tool
approaches (column 1, 2), contacts (column 3, blue arrow), and releases (column 4) the retina.
Examining the first frame of the fusion result (column 1, row 3), several features of interest are
evident. The surface indentation of the fovea (red arrow) is all but invisible on the microscopy
view, but is visualized in the fused view courtesy of the translucent shading of the 3D surface
from the OCT imaging. Additionally, subsurface choroidal vessel visibility (green arrow) is
enhanced from the subsurface modulation of the image intensity by the OCT signal, while more
superficial retinal vessels (yellow arrow) are also visualized. From the color image, the tool
contrast is much improved, greater contextualization is provided from increased FOV (row 4),
and a generally more familiar, photorealistic appearance is provided to the surgeon.

While the fused channel does manage to combine cues of interest into a single visual, it is
worth acknowledging the tradeoff that is apparent here. Namely, the surface topology of the retina
is visible but somewhat less clear than that presented in row 2. This is a necessary consequence of
superimposing two coincident features; that is, in introducing transparency to the retinal surface
the subsurface features and color visibility are increased at the expense of the visibility of the
retinal surface itself. While a 1:2 ratio of composition between Fig. 4(e) and (j) is applied here
for a photoreal appearance, it is conceivable that this balance may need to change depending on
the nature of the particular phase of surgery, with the (e) better suited to target manipulation, and
the (j) to target acquisition. Consequently, to enable a clearer evaluation of the translation of
color and 3D OCT features into the fused visualization, alternative visualizations of timepoint
1.6s are provided in Fig. 5(b) and (c). Panel (b) presents the 2-D color image alongside the fused
visual from row 4 of panel (a), but rendered from the enface direction without the translucent
surface shader. In this way, a closer comparison may be drawn between the two visuals, and it
may be verified that color features of interest including instrument color contrast (purple arrow)
and retinal vessels (yellow arrow) have been translated in the fused visualization. Panel (c) serves
a similar purpose for the translation of 3D surface features evident in the OCT volume visuals of
panel (a), row 2. Here the OCT volume data rendered via Viehland’s method (c, left) is displayed
alongside the translucent surface shader channel of the fused visual. 3D features of interest in the



Research Article Vol. 14, No. 7 / 1 Jul 2023 / Biomedical Optics Express 3315

Fig. 5. (a) Time series intrasurgical 4D-MIOCT image data (size 340× 80 A-scans/5× 5
mm) for the approach (column 1, 2), contact (column 3), and withdrawal (column 4) of a
soft-tip tool at the retina (Visualization 1). 2-D color microscopy (row 1) and 4D-OCT
(row 2) are fused into a single visualization without (row 3) and with (row 4) peripheral
color image. Visualized features of interest include the fovea (red arrow), retinal vessels
(yellow arrow), choroidal vessels (green arrow), and tool-tissue contact (blue arrow). (b)
2-D color image (left) and enface fused render without translucent surface shader (right)
for comparison of color feature translation in the fused render, notably instrument color
(purple arrow) and retinal vessel (yellow arrow) contrast. (c) OCT volume render (left) and
translucent surface shader (right) for comparison of 3-D surface feature translation in the
fused render, notably the topology of the foveal depression (red arrow).

https://doi.org/10.6084/m9.figshare.22236880
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tissue surface like the foveal pit (red arrow) visualized in Viehland’s method are translated in the
surface shader of the fused method.

3.1.2. Finesse loop scrape

Figure 6(a) depicts the scraping of the retinal surface by a finesse loop tool as it approaches,
contacts, scrapes, and retracts (columns 1-4 respectively). Like the soft tip example, the fused
visualization in row 3 exhibits a combination of the useful cues from each image channel. In
particular, the color image shows the brightening of the tissue in the vicinity of the tool contact
point (green arrow). This brightening is a result of blanching the tissue of blood, which serves
as a useful cue of tool contact replicated in the fused image. Further, the indentation in the
retinal surface left behind following the scrape (column 4, red arrow) is visualized from the
OCT surface shading. This is an important feature that may be indicative of retinal damage due
to the scrape, as scrapes should not result in retinal deformations that remain after the tool is
withdrawn. Finally, the fused visual maintains the continuity of the vascular network visible in
the color image across the OCT data (row 3), with the subsurface OCT shading visualizing vessel
shadowing (yellow arrow) not evident in the renders of row 2, improving the contextualization of
the 3D data. Unfortunately, in addition to these features, an undesirable artifact is also evidenced
in the visualization: the thin polyamide loop portion of the instrument has been shaded with
the translucent shader intended for the ILM surface. This is a result of segmentation failure;
the loop’s profile is too thin to shadow strongly enough against deeper structures for it to be
classified as tool with a threshold that does not compromise RPE detection in other parts of
the scene. In this case, retinal appearance was prioritized when forced to optimize between the
accuracy of tool and retinal appearance. Identical to the panels of Fig. 5, panels (b) and (c)
serve to enable clearer evaluation of the translation of color and 3D OCT features into the fused
visualization. In this case (t= 1.6s), (b) once again demonstrates correspondence of vascular
features in the 2D microscopy (left, black arrow) with those in the fused visual (right). In fact, the
additional shading from the OCT data appears to increase the vessel contrast beyond that in the
2D microscopy image. Panel (c) also presents feature correspondence in the tissue indentation
from compression by the instrument (white arrow), however the definition of the feature is inferior
in the fused method compared to the Viehland method. In this scenario, fused visualization relies
more heavily on video context to support scene comprehension of the reflective shader.

3.1.3. Forceps grasp

Figure 7(a) visualizes the approach, halt, grasp, and withdrawal (columns 1-4 respectively) of
a pair of microsurgical forceps. In this case, the OCT scan size has been reduced to increase
the scan density of the FOV. While the two previous examples possess larger scan sizes of 5× 5
mm, here the size is only 3× 3 mm. This reduction in the lateral FOV emphasizes the utility
of peripheral color rendering, which recovers the lost context of the extent of the surrounding
retina and tool body. In this way, the surgeon can maintain their localization of the target area,
and retain awareness of the tool even as it exits the OCT FOV while leveraging the increased
3D detail afforded by the denser OCT scan. Once again, panel (b) (t= 0.0s) demonstrates
correspondence of vascular features in the 2D microscopy (black arrow), while panel (c) presents
feature correspondence in the form of the tissue surface bulges from subsurface vessels (white
arrow).

3.2. Retinal thickness visualization

As mentioned previously, an alternative surface shader may be derived from the segmented
surface data in the form of a retinal thickness shader. This rendering can provide enhanced
feature detail compared to the fused shaders, at the expense of photorealism.
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Fig. 6. (a) Time series intrasurgical 4D-MIOCT image data (size 340× 80 A-scans/5× 5
mm) for the approach, contact, scrape and withdrawal (columns 1-4 respectively) of a finesse
loop at the retina (Visualization 2). 2-D color microscopy (row 1) and 4D-OCT (row 2) are
fused into a single visualization with peripheral color image (row 3). Visualized features of
interest include tissue blanching (green arrow), persisting retinal deformation (red arrow),
and vessels (yellow arrow). (b) 2-D color image (left) and enface fused render without
translucent surface shader (right) for comparison of color feature translation in the fused
render, notably retinal vessel (black arrow) contrast. (c) OCT volume render (left) and
translucent surface shader (right) for comparison of 3-D surface feature translation in the
fused render, notably the topology of the indentation of the tissue surface by the instrument
(white arrow).

3.2.1. Soft-tip tool suction

As reflected in the imaging of Fig. 8, the retinal thickness shader (row 2) demonstrates its
usefulness in providing enhanced visualization of the 3D retinal morphology encoded in the
OCT data.

The fovea is defined with high contrast as the retina thins in its vicinity, while the asymmetry
of the thickness of the regions flanking the retina is revealed. Furthermore, the dynamics of
the interaction between the soft tip tool and the retinal tissue is clearly visible, with the suction

https://doi.org/10.6084/m9.figshare.22236877
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Fig. 7. (a) Time series intrasurgical 4D-MIOCT image data (size 340× 80 A-scans/3× 3
mm) for the approach, contact, grasp and withdrawal (columns 1-4 respectively) of forceps
at the retina (Visualization 3). 2-D color microscopy (row 1) and 4D-OCT (row 2) are fused
into a single visualization with peripheral color image (row 3). (b) 2-D color image (left)
and enface fused render without translucent surface shader (right) for comparison of color
feature translation in the fused render, notably retinal vessel (black arrow) contrast. (c) OCT
volume render (left) and translucent surface shader (right) for comparison of 3-D surface
feature translation in the fused render, notably the topology of the raised portions of the
tissue due to subsurface vessels (white arrow).

drawing the surface up towards the tool, thickening the retina in its vicinity as it comes into
contact and subsequently releases it.

3.2.2. Finesse loop scrape

Similar to the soft tip case, the thickness shader in Fig. 9 also reveals enhanced visualization of
3D features over the course of the finesse loop scrape.

In this case, the thickness shader provides more detail concerning the potential retinal damage
(purple arrow). In the third frame, the bunching of the retina and the contact pressure of the
loop is visible as retinal thickening and thinning respectively. This deformation of the retina
is clearly seen to persist after the withdrawal of the loop in frame 4, alerting the surgeon to

https://doi.org/10.6084/m9.figshare.22236874
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Fig. 8. Time series intrasurgical 4D-MIOCT image data (size 340× 80 A-scans/5× 5 mm)
for the approach (column 1, 2), contact (column 3), and withdrawal (column 4) of a soft-tip
tool at the retina (Visualization 1). Segmented surfaces from 4D-OCT data (row 1) are used
to compute retinal thickness for use in surface shading (row 2).

Fig. 9. Time series intrasurgical 4D-MIOCT image data (size 340× 80 A-scans/5× 5
mm) for the approach (column 1), contact (column 2), scrape (column 3) and withdrawal
(column 4) of a finesse loop tool at the retina (Visualization 2). Segmented surfaces from
4D-OCT data (row 1) are used to compute retinal thickness for use in surface shading (row
2). Shader enhances visualization of retinal deformation dynamics indicative of potential
damage (purple arrows).

potentially excessive compression of the retina. Unfortunately, artifacts once again manifest in
the tool shading due to the inaccurate segmentation of the loop previously discussed in section
3.1.2. As the tool surface is not part of the retina, the desired behavior is the masking of the
tool surface in this shader to avoid confusion. However, the misclassification of the loop as ILM,
and the ILM in the tool’s shadow as RPE, results in the shading of the tool surface with the
retinal thickness shader rather than being masked. In this case, the shader hue is a function of the
depth between the tool and ILM. This is most clearly illustrated in the thickness visual of column
2. Portions of the tool not yet in contact with the are shaded with the retinal thickness shader
according to the distance of the tool to the retina. However, once the tool contacts the retina
and is effectively coincident with the ILM, it is then shaded according to the retinal thickness,

https://doi.org/10.6084/m9.figshare.22236880
https://doi.org/10.6084/m9.figshare.22236877
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producing a discontinuity in the shader along the loop (deep blue band on the tool near the
portion in contact changes suddenly to yellow-green when moving to the portion in contact).

While the thickness shader in these two instances is presented here in isolation for clarity, it
could also be composited with any of the previously detailed fusion shaders to add improved
feature detail at the expense of photorealism.

3.3. Performance

Performance for the 4D-MIOCT fusion pipeline was measured and compared with that of
Viehland et al. [42] using Nvidia’s Visual Profiler Tool.

Using the reported total execution time in Table 1, we computed the volume rate as the inverse
of these values and examine the feasibility of the fused pipeline in the context of real-time
application by comparing it with the data acquisition rate of our 4D-MIOCT system. The
theoretical maximum acquisition rate (with a 400 kHz sweep rate system) for fast scan (340
A-scans per B-scan x 80 B-scans) and dense scan (840 A-scans per B-scan x 256 B-scans)
volumes were 14.7 and 1.9 volumes per second respectively, as compared with 22.2 and 10.6 for
the fusion method, and 72.0 and 12.3 for Viehland’s method.

Table 1. Fusion Pipeline Performance Breakdown (n=8 OCT volumes)

Fused (mean± stdev) Viehland et al. [42] (mean± stdev, ms)

Process Fast Scan (ms) Dense Scan (ms) Fast Scan (ms) Dense Scan (ms)

Volume Filtering 6.44± 0.57 46.24± 0.51 8.92± 2.84 58.82± 9.31

Max-Intensity Projection 0.75± 0.03 2.13± 0.22 2.32± 0.72 17.37± 12.50

Thresholding 0.12± 0.001 1.02± 0.14 - -

Gradient Computations 0.14± 0.0003 1.24± 0.01 - -

Surface 1 Segmentation 0.95± 0.004 3.89± 0.41 - -

Surface 2 Segmentation 1.12± 0.02 7.12± 0.36 - -

Surface Refinement 3.31± 0.46 5.12± 0.70 - -

Rendering 32.18± 1.84 27.18± 1.55 2.73± 1.05 4.84± 1.23

Total execution time 45.02± 1.98 93.95± 1.87 13.88± 3.12 81.03± 10.04

4. Discussion

While both methods appear feasible for real-time execution in our system, there was a disparity
in performance between the fused and Viehland methods. The disparity can be chiefly attributed
to their differences in filtering and rendering. In the fast scan case, the fused method was slower
due to the branching behavior of its raycasting kernel. These branches occur from conditionals
(if. . . else) based on the identity of the intercepted surface, and is an inefficiency in kernel design
due to the need to devote a kernel to each branch possibility for a single ray cast. However,
this slowdown scales with ray number, not volume size. Because of this, the relative disparity
in performance was reduced at larger volumes sizes like those acquired in the dense scanning
configuration. Beyond relative performance differences within the visualization pipeline, there are
further processes which must be considered when extrapolating real-time performance from these
data, as they can significantly lower the operational volume rate compared to the max theoretical
rate depending on their computational complexity and the hardware they are executed on. These
processes include stereo pair rendering and image registration methods, as well as latency between
data acquisition and visualization. Stereo pair rendering is a critical feature of surgical image
guidance which provides stereo depth perception to the clinician, while the performance data
here is reported for the rendering of only one perspective of the scene. However, it would be



Research Article Vol. 14, No. 7 / 1 Jul 2023 / Biomedical Optics Express 3321

quite feasible to scale the process to a stereo pipeline without loss of performance by utilizing,
for example, additional graphics processing units (GPUs). In this way, the two separate rendering
passes required for each of the perspectives could be executed in parallel on their respective
hardware. A similar strategy has been applied concerning data acquisition and storage: execution
on highly parallelized hardware such as GPUs enables the processing of one set of data while the
next is being acquired. In this way, if the fusion method can execute on data more rapidly than
data acquisition, visualization will not fall behind acquisition. However, a fixed delay (latency)
will exist proportional to the execution time of the fusion method, and although the method can
keep up with the existing system acquisition rate, it will impose a small but noticeable amount of
additional latency compared to Viehland’s previous method; 31 and 13 additional milliseconds
for fast and dense scan configurations respectively as computed from the difference in overall
execution time. Regarding the matter of image registration between the OCT and microscopy
image channels, the manual registration applied in this work is clearly not an acceptable method
for real-time use; a faster, automated technique is necessary. Image processing techniques for the
multimodal registration of OCT and microscopy have been demonstrated previously, but thus
far have not demonstrated sufficient speeds [54–56]. Alternatively, registration can be achieved
via the optical alignment of each modality. This strategy has been implemented in commercial
surgical MIOCT systems including the OPMI LUMERA 700 (Zeiss Meditec) and EnFocus
(Leica Microsystems). In this way, the degrees of freedom between the optical paths of the two
channels can be constrained to an extent where the additional computational load imposed by
registration can be limited to a one-time alignment lasting the life of the system.

In addition, while this work demonstrates the proof of principle and feasibility of fused
visualization of the image data, there are various potential adverse use cases and pipeline
optimization opportunities that merit discussion for future work. While the peripheral 2D color
rendering affords greater contextualization beyond the OCT field of view, continuity across the
image boundaries is maintained only for RPE-depth features, due to the placement of the 2D
image plane at the RPE depth. For features in the color image not necessarily positioned at
the RPE, like instruments, there could be an undesirable discontinuity in perceived depth of
the tool when moving in and out of the OCT field of view, which could be further exacerbated
when the viewing angle is in a more lateral direction (e.g., more parallel to the 2D image plane).
While this point should be weighed against the value of improved lateral position awareness
outside the OCT field of view, depth perception is a critical aspect of surgical guidance, thus
any potential adverse effects on it should be considered carefully. Visual conditions may exist
where it is more appropriate to turn off rendering of the peripheral 2D image data for the sake of
depth comprehension. Despite these very real issues of concern for confusion for the surgeon,
surgeons responded very positively to these fused images as being far more useful than separate
images of OCT and color video adjacent to each other on a viewing screen [24,39,40]. Their
response to this point was that both looking at these as video and as still images, they provided
useful information to the surgeon. While the projection into the “shadow” of the instrument is
visible, this was not distracting to the surgeon who knew what was happening. The visibility
depended on the angle of view; many aspects of lighting and visualization in conventional
surgical viewing, such as glare, shadow, etc. vary as the surgeon positions instruments and
lighting during the case. This is similar, and has the useful surface lighting effect which the
surgeon can also control. The segmentation techniques utilized here, although fast, are simple
and not necessarily very robust; in addition to the artifacts detailed previously, there is additional
development necessary where visualization of more structurally complex scenarios is desired.
In the current implementation, the first two surfaces are segmented, classified as tool, ILM, or
RPE, and rendered accordingly. While these are undoubtedly important structures to visualize in
surgery, there are many more intraretinal layers between them resolved by OCT but not segmented
for display in this implementation. Methods exist for the rapid and robust segmentation of



Research Article Vol. 14, No. 7 / 1 Jul 2023 / Biomedical Optics Express 3322

these layers in addition to the ILM and RPE [57–62], and it is conceivable that alternative
visualizations including them could prove useful in surgery. Beyond this, there are several surgical
circumstances that can introduce (membrane separation from peels), remove (macular holes),
or otherwise modify (transplantations) layer structures relative to the normal retina structure
assumed by the method here. In such cases, the surface classification strategy employed here
would become inaccurate, potentially producing visualizations which are confusing or aberrant in
appearance. Regarding this, it is possible that more sophisticated segmentation strategies could
be applied to address this issue [63–66]. Further, there are more challenging imaging conditions
not yet examined here which are known to negatively impact standard OCT volume visuals, and
will likely have a similar impact on the method detailed here. These conditions can consist of
saturation artifacts, lens reflection artifacts, signal attenuation (roll-off, defocus, vignetting, low
object reflectivity) and tissue pathologies which manifest in more complicated 3D structures. In
the future, it will be necessary to examine the impact this wider range of potential conditions
and samples has on segmentation when obtaining a representative measure of clinical reliability.
Finally, while the rendering pipeline was implemented as an image-order raycaster, fundamentally
is a surface renderer rather than a volume renderer, and as such there is opportunity for improved
rendering speed if object-order rasterization for the surfaces were to be used rather than the
image-order raycasting required for volumetric rendering. Such speed improvements may not
be strictly necessary for the system detailed here, whose performance is limited by both optical
throughput and ocular safety considerations [67], including consideration of other sources of
ocular illumination during surgery. Regardless, even if acquisition speed remains the same, the
increased execution speed provided by these changes would still be welcome for the reduction in
observed latency that would result between data acquisition and image display.

Finally, given the close relationship of the work with clinical context, the next logical step
would be to conduct clinical validation testing – specifically, quantify the degree of benefit
provided by the visualization technique compared to previous methods in a context representative
of the surgical environment. This involves conducting surgical tasks like object approach,
contact, and grasp in a controlled but representative environment, such as an ex-vivo porcine eye.
During the tasks, quantitative (execution time, number of adverse contacts, positioning precision
and accuracy) and qualitative (user preference and task load surveys) data can be collected
as performance metrics to compare between different visualization methods [24,44,68–71].
Additionally, it would be ideal to extend this technique from retinal imaging to anterior segment
imaging. Retinal surgery is a critical part of ophthalmic interventions, but it shares the space
with anterior procedures including cataract surgery and intraocular lens implantation. We have
found that anterior applications share many of the same challenges with 4D-MIOCT outlined
here, therefore strong motivation exists for the adaptation of the visualization principles realized
in this work to anterior segment surgery.

5. Conclusion

In this work, we have demonstrated the potential in fused rendering of 4D-MIOCT data to improve
its clinical utility and interpretability. Color image information is combined with subsurface
OCT features like choroidal vessels via modulation of the color intensity by the local OCT
signal intensity. In the case of smaller FOV OCT scans, rendering of the peripheral color image
surrounding the OCT volume provides greater contextualization and localization to the surgeon.
These cues are combined with surface topology visualization via Fresnel- and Phong-type shaders,
which effectively communicate retinal surface features without causing a detrimental degree of
occlusion to the subsurface image. Additionally, other useful non-photorealistic visuals can be
derived from this pipeline including retinal thickness mapping for high-detail visualization of
retinal morphology and tool-tissue interactions.
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